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Abstract

Boiling jet impingement cooling is currently being explored to cool power electronics components. In hybrid vehicles, inverters are
used for DC–AC conversion. These inverters involve a number of insulated-gate bipolar transistors (IGBTs), which are used as on/
off switches. The heat dissipated in these transistors can result in heat fluxes of up to 200 W/cm2, which makes the thermal management
problem quite important.

In this paper, turbulent jet impingement involving nucleate boiling is explored numerically. The framework for these computations is
the CFD code FLUENT. For nucleate boiling, the Eulerian multiphase model is used. The numerical results for boiling water and R113
jets (submerged) are validated against existing experimental data in the literature. Some representative IGBT package simulations that
use R134a as the cooling fluid are also presented.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Significant attention has been devoted to electronics
cooling studies over the past two decades. In this context,
single-phase liquid jets have been studied very extensively
in the literature [1–4]. These studies include experiments,
theoretical analyses, and numerical simulations. Consider-
able attention has also been focused on boiling jets. Boiling
liquid jets take advantage of the latent heat of vaporization
of the fluid to provide fairly high-heat transfer coefficients
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(>20,000 W/m2 K), which makes them attractive for elec-
tronic cooling applications. The boiling curve for a satu-
rated liquid is shown in Fig. 1.

Typically, for electronic cooling applications involving
two-phase flow, nucleate boiling is the preferred regime
of operation because a small increase in wall superheat is
accompanied by a large increase in the wall heat flux. Also,
in electronics, it may not be possible to afford very large
temperature differences between the solid surfaces and the
liquid—a characteristic essential for regimes such as film
boiling.

A number of studies have been carried out to enhance
heat removal from electronic packages (e.g. [5–7]).

In the context of boiling liquid jets, extensive work has
already been reported in the literature [8–12]. Many studies
have been carried out with circular [13–20] as well as planar
[21–24] jets in both free-surface and submerged configura-
tions. This includes single and multiple jets [17,25–29].

In the nucleate boiling literature, most of the correla-
tions are cited in the following form:
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Nomenclature

Ce1,Ce2 constants
CP specific heat (J/kg K)
d jet diameter (m)
D target equivalent diameter (m)
f bubble departure frequency (Hz)
~F force vector (N/m)
~g gravitational acceleration vector (m/s2)
G term in the turbulent kinetic energy equation

(kg/m s3)
h heat transfer coefficient (W/m2 K)
IGBT insulated-gate bipolar transistor
k thermal conductivity (W/m K)
k turbulence kinetic energy (m2/s2)
L latent heat (J/kg)
_m mass transfer (kg/m3 s)
n nucleation site density
p pressure (N/m2)
Pr Prandtl number
q,q00 heat flux (W/m2)
~q heat flux vector (W/m2)
Q interfacial energy exchange (W/m3)
~R interfacial drag force (N/m3)
Re Reynolds number
S source term in energy equation (W/m3)
Sk source term in turbulent kinetic energy equation

(kg/m s3)
Se source term in dissipation rate equation (kg/

m s4)
u,U liquid velocity (m/s)
v phase velocity (m/s), jet velocity at the nozzle

exit (m/s)
~v velocity vector (m/s)

Greek symbols

a phase volume fraction
DT temperature difference (K)
e dissipation rate (m2/s3)
g thermal diffusivity (m2/s)
j thermal conductivity (W/m K)
l dynamic viscosity (Ns/m2)
m kinematic viscosity (m2/s)
q density (kg/m3)
r surface tension (N/m)
�s shear stress (N/m2)

Subscripts

avg average
CHF corresponding to critical heat flux
d jet diameter
eff effective
f corresponding to fluid
l corresponding to liquid
lv corresponding to interaction between liquid and

vapor
pq corresponding to interaction between phases p

and q

q corresponding to phase q

sat corresponding to saturation
sub corresponding to sub-cooling
v corresponding to vapor
vw vapor and close to the wall

Superscript

cell cell value

Fig. 1. General boiling curve for saturated liquids.
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q00 ¼ CDT m
sat ð1Þ

where C and m are determined by curve fit to the experi-
mental data, DTsat = Twall � Tsat is the wall superheat, Tsat
is the saturation temperature of the fluid, Twall is the wall
temperature, and q00 is the wall flux. Most of the heat trans-
fer data are cited in the form given in Eq. (1), which can be
rewritten as:

h ¼ q00

DT sub þ q00

C

� �1=m
ð2Þ

where h is the heat transfer coefficient, DTsub = Tsat � Tf

is the fluid sub-cooling and Tf is the ambient fluid
temperature.

Nucleate boiling is governed by intense bubble nucle-
ation and mixing, so it does not depend on many jet
parameters, unlike single-phase jets. Jet diameter, jet orien-
tation, number of jets, jet configuration (free-surface or
submerged), and even jet velocity do not have much effect
on the heat transfer in the nucleate boiling regime [8].

The target surface plays a critical role in the bubble
nucleation process [30]. In fact, much of the difficulty in
obtaining truly non-dimensional correlations for nucleate
boiling arises from this. Surface conditions, surface aging,
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and even the condition of the surface during the course of
an experiment [13] all may have a considerable impact on
the heat transfer results.

The other aspect that has been given considerable
attention is the critical heat flux (CHF) (Fig. 1) [8,11].
When CHF occurs, the temperature of the wall suddenly
increases because of dry-out conditions in which no liquid
is in contact with the surface to sustain boiling. A sche-
matic of this phenomenon is shown in Fig. 2 [8]. The liquid
sub-layer drawn from the main liquid jet supply sustains
the boiling process. When liquid cannot be supplied to this
sub-layer, dry-out occurs, and CHF is reached.

Considerable work has been done to develop non-dimen-
sional correlations that show the dependence of the CHF on
other parameters [16,28,31–35]. Typically, empirical corre-
lations are presented only for certain simple geometries.
For thermal design that involves more complicated geome-
tries, it is important to have CFD modeling capability.
Some multiphase models have been presented in the litera-
ture [36,37] and modeling of nucleate boiling on a surface
has been attempted [38]. However, CFD modeling of boil-
ing jets is still in its infancy [39,40]. Numerical studies of
phenomena such as nucleate pool boiling [41,42] and film
boiling [43–45] are just beginning to appear in the literature.

A significant amount of experimental work has also
been reported in the literature on spray cooling (e.g. [46–
48]). Both sprays and jets have their advantages and disad-
vantages. For some applications, sprays might be more
suitable, while for others, jets may be a better choice.

This paper presents CFD modeling of jets involving
nucleate boiling. The overall effort in this area falls under
the general program for thermal control of the Department
of Energy’s Advanced Power Electronics and Electrical
Machines (APEEM) program. The National Renewable
Energy Laboratory (NREL) leads research and develop-
ment activities in thermal control related to the APEEM
program. The broad FreedomCAR goal is to dissipate
200–250 W/cm2 heat flux from the silicon die while keeping
the die temperature below 125 �C. The overall objective of
Fig. 2. Mechanism by which critical heat flux occurs.
the thermal control activities is to develop advanced tech-
nologies and effective integrated thermal control systems,
aimed to meet the FreedomCAR program goals. The Free-
domCAR goals address key requirements for power elec-
tronics such as target values for volumes, cost and weight
of various subcomponents. The barriers for thermal con-
trol technologies are affected by the overall specifications
related to these quantities.

For nucleate boiling, the Eulerian multiphase model is
used. A mechanistic model of nucleate boiling is imple-
mented in a user-defined function (UDF) in FLUENT.
The numerical predictions are validated against experimen-
tal studies on submerged jets involving nucleate boiling.
These experimental studies involve water and R-113 as
the fluids. IGBT package simulations are also reported
with a submerged boiling jet of R134a.

To the best of our knowledge, these validations and IGBT
package simulations with boiling jets are being reported for
the first time. A comparison between single-phase and boil-
ing jets from the heat transfer viewpoint and in the context of
cooling the IGBT package is also presented.

2. CFD modeling of jets in the nucleate boiling regime: model

description

In this section, we present a CFD model of nucleate
boiling. The model is described below.

2.1. Eulerian multiphase model description

The following are equations for the conservation of
mass, momentum, and energy.

Mass conservation equation for phase q:

o

ot
ðaqqqÞ þ r � ðaqqq~vqÞ ¼

Xn

p¼1

_mpq ð3Þ

where a is the phase volume fraction of phase q, q is the
density, ~v is the velocity vector, and _m is the volumetric
mass exchange rate between phases p and q.

Momentum conservation equation for phase q:

o

ot
ðaqqq~vqÞ þ r � ðaqqq~vq~vqÞ

¼ �aqrp þr � �sq þ aqqq~gq þ
Xn

p¼1

ð~Rpq þ _mpq~vpqÞ

þ aqqqð~F q þ~F lift;q þ~F vm;qÞ ð4Þ

where �s is the shear stress,~R is the interfacial drag force, ~F q

is the turbulent diffusion force, ~F lift;q is the lift-force, p is the
pressure, and ~g is the gravitational acceleration vector.

Energy conservation equation for phase q:

o

ot
ðaqqqhqÞ þ r � ðaqqq~vqhqÞ

¼ �aq
op
ot
þ sq : r~vq �r~qq þ Sq þ

Xn

p¼1

ðQpq þ _mpqhpqÞ ð5Þ
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where h is the enthalpy, ~q is the heat flux vector, S is the
source term, Q is the energy exchange term between the dif-
ferent phases, and hpq is the difference in the formation
enthalpies of phases p and q.

The following are restrictions on interfacial mass,
momentum, and energy interfacial exchange terms:

_mpq ¼ � _mqp; _mpp ¼ 0 ð6Þ
~Rpq ¼ �~Rqp; ~Rpp ¼ 0 ð7Þ
Qpq ¼ �Qqp; Qpp ¼ 0 ð8Þ

Most sub-cooled boiling flows are turbulent, so the mixture
phase k-epsilon model is used:

o

ot
ðqmkÞ þ r � ðqm~vmkÞ ¼ �r �

lt;m

Prk
rk

� �
þ Gk;m � qmeþ Sk

ð9Þ

where k is the turbulent kinetic energy, l is the viscosity, e
is the dissipation rate, G is the turbulence production rate,
and S is the bubble-induced turbulence in the turbulent
kinetic energy equation

o

ot
ðqmeÞ þ r � ðqm~vmeÞ

¼ �r �
lt;m

Pre
re

� �
þ e

k
ðCe1Gk;m � Ce2qmeÞ þ Se ð10Þ

where Ce1, Ce2 are constants and Se is the bubble-induced
dissipation in the dissipation rate equation.

What follows is a closure for interfacial terms in the sub-
cooled boiling model.

2.2. Mass conservation equation

Rate of vapor formation per unit of volume in Eq. (3)
becomes:Xn

p¼1

_mqp ¼ _mlv ¼ ½hlsðT l � T sÞ þ hvsðT v � T sÞ�Ai=L

þ q00EAw=ðLþ CplðT S � T LÞÞ ð11Þ
where hls is the liquid side interfacial heat transfer coeffi-
cient calculated from the Ranz-Marshall correlation;

Ai ¼ 6asvð1� avÞ=dv ð12Þ

is the interfacial area density, where asv = min(av,0.25)
(Kurul and Podowski [36]); hvs = 105 W/m2/K is the vapor
side interfacial heat transfer coefficient – its large value
stems from the assumption that vapor temperature is close
to saturation, i.e., interface temperature; q00E is the evaporat-
ive heat flux calculated from the RPI model [36,37];
L ¼ h0

vs � h0
ls is the latent heat per unit mass; Aw ¼

dð~x�~xwÞ is interfacial area density of wall surface; and dv

is the diameter of the secondary phase (vapor bubble).
Here, subscripts l, v, and s mean liquid phase, vapor phase,
and saturation state, respectively. In discretized form, Aw

becomes the ratio of the cell face area constituting the wall
to the volume of the cell next to this face. Eq. (11) implies
that boiling occurs when heat is added to the interface and
condensation occurs when heat is removed from the
interface.

2.3. Momentum conservation equation

The interfacial drag force per unit volume is calculated
as:

~Rlv ¼ 0:75 � Cd � ql � av � j~vrj �~vr=dv ð13Þ
where the drag coefficient Cd is calculated as:

Cd ¼MINðCdis
d ;C

vis
d Þ ð14Þ

where Cdis
d and Cvis

d are known drag correlations calculated
for distorted and viscous regimes accounting for the high
concentration effect:

Cvis
d ¼

24

Reb

ð1þ 0:1Re0:75
b Þ � ðMAXðal; 0:5ÞÞ�2 ð15Þ

Cdis
d ¼

2dv

3
ðgðql � qvÞ=rÞ

1=2 � ðMAXðal; 0:5ÞÞ�1 ð16Þ

The lift-force coefficient is calculated as (Moraga et al.
[49]):

Cl¼
0:0767; /6 6000

�ð0:12�0:2e�/=36000Þe/=3eþ07; 6000</< 1:9eþ05

�0:002; / P 1:9eþ05

0
B@

ð17Þ
where / = RebRev. This lift coefficient combines the oppos-
ing actions of two lift-forces. ‘‘Classical” aerodynamics lift-
force results from interaction between bubble and liquid
shear, and lateral force results from interaction between
bubbles and vortices shed by bubble wake. Here, Reb ¼
dvj~vrj=ml is the bubble Re, and Rev ¼ d2

vjr �~vlj=ml is the
bubble shear Re.

Turbulent diffusion force is calculated as [36]:

~F v ¼ �~F l ¼ �CTDqlkrav ð18Þ
where turbulent dispersion coefficient CTD = 1.0 was used.

2.4. Energy conservation equation

The wall superheat is a source of vapor bubbles reflected
in Eq. (3). In general, the energy balance at the infinitely
thin wall separating fluid and solid cells is:

hsol;w � ðT cell
sol �T wÞ¼ acell

l ½q00Eþq00Qþq00l �þacell
v ½hvw � ðT w�T cell

v Þ�
ð19Þ

where the left-hand side of Eq. (19) is solid side heat flux
due to conduction, the first and second terms on the
right-hand side of Eq. (19) denote parts of heat flux going
into liquid and vapor phases, respectively.

According to the RPI model, part of the total heat flux
from wall to liquid phase is partitioned into three
components:

q00w ¼ q00l þ q00Q þ q00E ð20Þ
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which are liquid convective heat flux, quenching heat flux,
and evaporative heat flux, respectively. Under sub-cooled
boiling conditions, the wall surface is subdivided into por-
tion X (0 6 X 6 1), covered by nucleating bubbles, and
portion 1 � X, covered by fluid. Therefore, convective heat
flux is expressed as:

q00l ¼ hlw � ðT w � T cell
l Þ � ð1� XÞ ð21Þ

where hlw, the single-phase heat transfer coefficient, is de-
rived from either log law if flow is turbulent or Fourier
law if flow is laminar. Liquid phase properties must be used
while calculating hlw for either turbulent or laminar flow.

Quenching heat flux q00Q models additional energy trans-
fer related to liquid filling the wall vicinity after the bubble
detachment:

q00Q ¼ 2p�0:5Xðf jlqlCplÞ0:5ðT w � T cell
l Þ ð22Þ

where f is the bubble departure frequency, j is the thermal
conductivity, C is the specific heat, and q is the density.

Evaporative heat flux is given by:

q00E ¼
p
6

d3
vwfnqvL ð23Þ

where dvw is the bubble departure diameter, and n is the
nucleation site density.

In Eqs. (21)–(23), closure must be provided for wall boil-
ing parameters. Correct prediction of bubble departure
diameter dvw is very important because evaporation heat
rate depends strongly on this parameter, according to Eq.
(23). At saturated boiling, the departure diameter is con-
trolled mainly by forces acting on growing bubble at the
wall, in sub-cooled boiling this value is controlled by con-
densation at the top of the bubble. An expression for sub-
cooled controlled dvw was provided by Unal [50] and Wei
and Morel [51]. In this paper, we will simulate saturated
boiling. Zeng [52] considered a growing bubble at the wall
as an ellipsoid with the major axis located at a certain angle
with respect to the wall normal. After reaching a certain
diameter called departure diameter, bubble does not leave
the wall but slides along it and, finally, leaves the wall with
a diameter called lift-off diameter. All this movement hap-
pens under various forces acting on bubble – acceleration,
gravity, drag, lift and, at very high wall superheat, addi-
tional drag caused by neighbor bubbles (Kolev [53]). Rig-
orous accounting of all these forces would lead to a
system of two transcendental equations (force balance in
two directions – parallel and normal to wall), which is com-
putationally expensive. Instead, making two simplifying
assumptions allows analytical expression from force bal-
ance. First, it is assumed that the bubble departure diame-
ter and bubble lift-off diameter are nearly equal in the
absence of liquid shear, i.e., for pool boiling (Kolev [53]).
Second, Zeng [52] assumed that since lift-off diameter does
not depend on liquid shear, this diameter is controlled by
only two wall normal forces – gravity and acceleration at
the moment of lift-off. Acceleration force is calculated from
the assumption that bubble growth at the superheated wall
is diffusion controlled so the bubble diameter varies as
(Koumoutsos [54]):

dvw ¼ p�1=2 qlCplðT w � T sÞ
qvL

� �
ðgtÞ1=2 ð24Þ

where g is the thermal diffusivity.
The expression for acceleration force acting on the bub-

ble is [53]:

F ac ¼
qlpdvw

8

3

2
_d2

vw þ dvw
€dvw

� �
ð25Þ

and gravity force acting on the bubble is:

F grav ¼
4ðql � qvÞpd3

vwg
3

ð26Þ

Equating forces in Eqs. (25) and (26) and using Eq. (24) for
time derivatives leads to the following expression for bub-
ble departure diameter in the absence of liquid shear (pool
boiling):

dvw ¼ 3
ql

2ðql � qvÞg
qlCplðT w � T sÞg1=2

qvL

� �4
" #1=3

ð27Þ

Comparison of Eq. (27) with experimental pool-boiling
data at atmospheric pressure and prediction of Kolev mod-
el [53] is displayed in Fig. 3.

As shown, the model equation tends to overpredict data
and Kolev’s calculations at higher superheats. This is
expected since Kolev’s calculations include all forces. In
particular, Kolev’s equation includes liquid shear drag that
becomes important for larger bubbles at higher superheats
and tends to reduce bubble departure diameter. However,
overall, Eq. (27) is deemed to produce reasonable agree-
ment with experimental data. Fig. 4 depicts dependence
of dvw with pressure for pool boiling at fixed superheat.
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A comparison is shown with the calculations of Kolev [53]
which were very close to experimental data. As shown, it
correctly predicts the trend of bubble size reduction with
increasing pressure, but the magnitude of this reduction
is overpredicted. Therefore, an empirical pressure correc-
tion multiplier to the r.h.s of Eq. (27) was introduced in
the form f1 = 1 + 0.1503 � (p � 10�5 � 1.01352), where p

is the pressure in Pascal.
As mentioned before, Eq. (27) predicts lift-off bubble

diameter which is almost equal to departure diameter for
pool boiling. For forced convection boiling, liquid shear
induces additional drag force on the bubble and effectively
reduces dvw. Data of Koumoutsos [54] was used to deduce
correction multiplier which takes liquid velocity in the near
wall cell as an argument to calculate the multiplier in the
form f2 ¼ expð�6:3512 � j~uljÞ. Therefore, the final expres-
sion for bubble departure diameter used in the present
model is

dvw ¼ 3 � f1f2 �
ql

2ðql � qvÞg
qlCplðT w � T sÞg1=2

qvL

� �4
" #1=3

ð28Þ

Eq. (28) is deemed to be a good compromise between sim-
plicity and accuracy. It reproduces correctly all important
trends for pool and convective boiling. However, it should
not be used for very high wall superheats above 20 K, when
nucleate boiling is still taking place, as neighbor bubble-in-
duced drag important in this region is not accounted for.

Nucleation site density is given by the following relation
(Podowski et al. [37]):

n ¼ ð200ðT w � T satÞÞ1:80 ð29Þ

Bubble departure frequency is calculated as:

f ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4gðql � qvÞ

3dvwql

� �s
ð30Þ
The effective wall area occupied by boiling sites is given by:

X ¼ minð0:25 � pd2
vwng; 1:0Þ ð31Þ

where g = 4.8 � exp(�Ja/80), and Jacob number is given by
(Kenning and Victor [55]) Ja = Cpl � ql(Ts � Tl) � (qvL)�1.

Bubble diameter in free stream is given by either a con-
stant value or by Unal’s correlation as a function of local
sub-cooling Tsub = Tsat � Tl (Kurul and Podowski [36]):

dv ¼
1:5� 10�4; T sub > 13:5 K

1:5� 10�3 � 10�4 � T sub; 0 < T sub < 13:5 K

1:5� 10�3; T sub < 0

0
B@

ð32Þ

2.5. Turbulence equations

The conventional mixture k-epsilon model contains two
additional terms that describe additional bubble stirring
and dissipation: one in turbulent kinetic energy and one
in dissipation rate equation:

Sk ¼ 0:75 � Cd � ql � av � j~vrj2=dv ð33Þ

Se ¼ Ce3
3Cdj~vrj

dv

Sk ð34Þ

where Ce3 = 0.45 (Troshko and Hassan [56]).

3. Experimental validations

In this section, we present validation of the code with
some experimental results with submerged jets involving
nucleate boiling.

3.1. Comparison with experimental study of Katto and

Kunihiro [14]

First, we examine the experimental study of Katto and
Kunihiro [14]. The domain and boundary conditions are
shown in Fig. 7. A water jet with 3 �C sub-cooling at atmo-
spheric pressure (i.e., with Tinlet = 97 �C) impinges on a
10-mm-diameter disk with an inlet velocity of 2 m/s. The
baseline nozzle diameter is 1.6 mm, and the distance
between the nozzle exit and the heated plate is maintained
at 3 mm. A heat flux is imposed on the hotplate surface, as
shown in Fig. 5. This is a submerged jet configuration. An
axisymmetric domain is established. The RNG k-epsilon
model with standard wall functions is used. With the use
of the standard wall function, the y+ close to the walls
should be maintained above 30.

All the results presented here are mesh-independent to
within 5%. The properties of water at 1 atmosphere pres-
sure are listed in Table 1.

There is ambiguity about the wall temperature measured
in the experiments. All indications are that the stagnation
point temperature is reported in the experiments. Fig. 6
shows the boiling curve – which is a plot of the wall heat
flux vs. the stagnation point wall superheat. The wall super-
heat is defined as DTsat = Tw � Tsat, where Tw is the wall



Table 1
Properties of water and R-113 at 1 atmospheric pressure (1.013e + 05 Pa)

Water R-113

Liquid Vapor Liquid Vapor

Saturation temperature
(�C)

100 47.6

Surface tension (N/m) 0.059 0.014
Latent heat (J/kg) 2,257,000 144,000
Density (kg/m3) 958 0.6 1507 7.5
Specific heat (J/kg K) 4219 2010 980 724
Dynamic viscosity

(N s/m2)
2.83e�04 1.23e�05 5.23e�04 1.08e�05

Thermal conductivity
(W/m K)

0.68 0.025 0.074 0.01

Fig. 6. Boiling curve for the Katto and Kunihiro (1973) [14] study.
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Fig. 5. Axisymmetric domain used for the Katto and Kunihiro study
(1973) with submerged water jets involving nucleate boiling.
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Fig. 7. Domain for the Zhou and Ma (2004) study with submerged jets of
R113 involving nucleate boiling.
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stagnation point temperature while Tsat is the saturation
temperature of the fluid at the inlet pressure. The experi-
mental data are close to the stagnation superheat (within
20%), which is encouraging. Given the nature of this prob-
lem, uncertainties on the order of even 30% are acceptable.
There is temporal fluctuation in all quantities—such as
temperature, fluid volume fraction, mass flow rates, and
energy transfer rates—obtained from the CFD simulations.
A temporal average is reported here.

It has also been reported in the literature [8,14,16] that
the nucleate boiling phenomena is independent of the jet
orientation as well as the jet diameter. We were able to cap-
ture this in the numerical simulations too – though results
are not reported here.
3.2. Comparison with experimental results of Zhou and Ma

[9]

In this section, we consider another experimental study
with submerged boiling jets. This is the study by Zhou
and Ma [9] with a submerged R-113 jet. The rationale for
choosing this study is because it involves a fluid other than
water, it involves sub-cooling and is performed at both low
(0.41 m/s) and high (11.36 m/s) velocities. The domain is
shown in Fig. 7. As a simplification, the domain is assumed
to be axisymmetric. The nozzle diameter is 1 mm. The tar-
get plate (constantan foil) area in the actual experiment is
5 mm � 5 mm, corresponding to a disk of radius 2.8 mm.
A heat flux is applied to the target surface. The distance
between the end of the nozzle and the target surface is
5 mm. In the experiments, the stagnation zone temperature
is measured with a spatial resolution of about 0.2 mm. Also,
the direction of gravity is not the same as in the actual
experiment. However, we have confirmed through simula-
tions that the impact of gravity on nucleate boiling in
impinging jets is not important. This aspect has also been
demonstrated experimentally, as mentioned previously.

The boiling curves (heat flux vs. stagnation point wall
superheat) from both experiments and the CFD predic-
tions are plotted in Fig. 8. Fig. 8a shows the curve for a
jet velocity of 0.41 m/s while Fig. 8b for jet velocity of
11.36 m/s. The R-113 properties at atmospheric pressure
are listed in Table 1. The fluid sub-cooling is 18.5 �C, which
means that the jet inlet temperature is 302.3 K. Two differ-
ent jet velocities are presented: 0.41 and 11.36 m/s. At the
elevated velocity, the saturation temperature of the fluid



Fig. 8. Boiling curve at different velocities for the Zhou and Ma (2004)
study, (a) jet velocity of 0.41 m/s; (b) jet velocity of 11.36 m/s.
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changes along the target wall; this aspect is accounted for
in the code. The match between experiments and CFD
predictions is good (they are within 10%). At the lower
velocity, the wall superheat fluctuates quite a lot—hence
time-averaged quantities are reported. The results for wall
superheat presented here are mesh-independent to within
2%. For both velocities, the fraction of evaporative heat
flux is plotted as a function of the applied heat flux. The
fraction is simply the heat flux that goes into vaporizing
the fluid divided by the total heat flux applied at the wall.
As seen in Fig. 8a, at the lower velocity the fraction of
evaporative heat flux is quite high – it touches 75% at a flux
of 54 W/cm2. Basically, as the jet velocity is decreased, we
move closer to a pool-boiling situation. On the other hand,
for the higher velocity case (11.36 m/s), the fraction of
evaporative heat flux is only 52% at a heat flux of
250 W/cm2.
Also, for this higher velocity case, the prediction from a
pure single phase case is also shown—i.e. there is no boiling
involved. At lower heat fluxes, it can be seen that there is
virtually no difference between the single-phase and boiling
predictions. However, as the heat flux is increased, the sin-
gle-phase case shows higher wall temperatures (superheat)
as compared to the boiling case—a pointer to the impact
of boiling in reducing the wall temperatures.

Overall, these validations give some confidence in the
Eulerian multiphase model implemented in FLUENT.
Hence, we look at some IGBT package simulations involv-
ing boiling jets in the following section.

4. IGBT package simulations with boiling jets

The previous section established some confidence in the
CFD predictions of FLUENT by comparing them with
experimental data from the literature. This section explores
IGBT package simulations with boiling jets.

The axisymmetric domain used in the simulation is
shown in Fig. 9. The IGBT package consists of several lay-
ers. The silicon die is mounted on a direct bond copper
(DBC) stack, which consists of an aluminum nitride layer
sandwiched between two copper layers, and the DBC layer
is attached to the aluminum baseplate/heat sink. Further
details on the IGBT structure can be found in [57]. The
boiling simulations are performed on a low resistance
IGBT structure as shown in Fig. 9. These boiling
simulations are fairly intensive and take several hours to
converge on 64-bit Linux machines with 1.4 GHz processor
speed—even with a small spatial mesh (i.e., small number
of cells).

In the automotive industry, R134a is the working fluid
used in the air-conditioning units. Here, we explore the
possible use of R134a as the cooling fluid for the IGBTs.
The simulations presented here are performed with an
R134a (properties given in Table 2) jet inlet temperature
of 47 �C. For the boiling simulations, the pressure is main-
tained at 1.32 MPa (i.e. �13 atmospheres), at which the
saturation temperature of the R134a is 50 �C. So there is
a 3 �C sub-cooling in the R134a temperature at the inlet.
A volumetric heat generation term is included in the sili-
con layer to simulate heat dissipation. The results for tem-
peratures are mesh-independent to within 2%. The jet inlet
velocity is 2 m/s (Fig. 10a). Fig. 10 shows the contours for
velocity, vapor phase fraction, and temperature for the
case of 75 W/cm2 heat dissipation in the silicon die, the
jet (diameter = 1.5 mm) velocity is 2 m/s, the jet inlet tem-
perature is 47 �C, with the saturation temperature of 50 �C
at a pressure of 1.32 MPa. Table 3 shows two sets of
results—one case in which the heat flux dissipation in
the silicon die is 75 W/cm2 with the jet inlet velocity at
2 m/s, while another case in which the heat flux dissipation
in the die is 200 W/cm2 with the jet inlet velocity at 10 m/s.
For both cases, jet inlet temperature is 47 �C with a satu-
ration temperature of 50 �C (at 1.32 MPa). Results are
quite interesting. At a heat flux of 75 W/cm2 and 2 m/s



Fig. 9. Axisymmetric domain used for the IGBT package simulation; (a) 3-D view of one IGBT along with the different layers in the package; (b) cross-
sectional view of one IGBT and the different layers in the package.

Table 2
Properties of R134a at 1.32 MPa, saturation temperature = 323.15 K

Liquid Vapor

Density (kg/m3) 1103.4 66.16
Specific heat (J/kg K) 1575 1219
Thermal conductivity (W/m K) 0.0735 0.018
Dynamic viscosity (kg/m s) 0.000167 0.0000138
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jet velocity, for the case involving boiling, the maximum
die temperature is 100.5 �C. For comparison purposes, a
case is also shown where the boiling is ‘‘switched off” by
setting the nucleation site density (Eq. (28)) to zero –
which means it becomes a single-phase jet. The tempera-
ture when there is no boiling is 115.4 �C. This clearly dem-
onstrates the impact of boiling in reducing the die
temperature.

When the heat flux is increased to 200 W/cm2 and the jet
velocity is increased to 10 m/s, for the case involving boil-
ing, the maximum die temperature is 126.3 �C, while for the
case when there is no boiling, the maximum temperature is
only 110 �C. This is an interesting result—and it suggests
that boiling is not beneficial at all jet velocities. The result
here suggests that at elevated velocities, boiling may have a
detrimental impact upon the heat transfer. Given below is
an analysis which clearly shows why this happens.
Eq. (19) can be rewritten as:

q00w ¼ acell
l ½q00E þ q00Q þ q00l � þ acell

v ½hvw � ðT w � T cell
v Þ�

¼ acell
l ½q00E þ hl � ðT w � T cell

l Þ� þ acell
v ½hvw � ðT w � T cell

v Þ� ð35Þ

where liquid phase heat transfer coefficient combines sin-
gle-phase component and quenching:

hl ¼ hlwð1� XÞ þ XhQ ð36Þ

Eq. (35) can be solved for wall temperature:

T w ¼
q00w
heff

þ T eff ð37Þ

where effective heat transfer coefficient is

heff ¼ acell
l hl þ acell

v hvw ð38Þ

and effective temperature is

T eff ¼
½ðacell

l hlT cell
l þ acell

v hvwT cell
v Þ � acell

l q00E�
heff

ð39Þ

Eqs. (38) and (39) in the single-phase case reduce to
(acell

l ¼ 1; acell
v ¼ 0;X ¼ 0; q00E ¼ 0Þ:

heff ¼ hl ð40Þ
T eff ¼ T cell

l ð41Þ



Fig. 10. Representative contours of (a) velocity, (b) vapor fraction, (c) temperature in the domain for 75 W/cm2, Tinlet = 47 �C, Tsat = 50 �C at
P = 1.32 MPa.

Table 3
Maximum die temperatures for R134a jet (1.5 mm diameter) impingement cooling of the IGBT package involving nucleate boiling, Tinlet = 47 �C,
Tsat = 50 �C at P = 1.32 MPa

75 W/cm2, 2 m/s 200 W/cm2, 10 m/s

Tmax (�C) hCu (W/m2 K) hAl (W/m2 K) Tmax (�C) hCu (W/m2 K) hAl (W/m2 K)

Boiling 100.5 7459 4786 126.3 18,729 9734
No boiling 115.4 6088 3300 110 26476 14,321
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For a high jet velocity, hlw� hQ, so the appearance of
nucleating sites (X) can bring down hl (Eq. (36)), and con-
sequently, heff (Eq. (38)).

Now comparing Eqs. (39) and (41), one can say that the
evaporative part of heat flux q00E is reducing Teff. So the
effect of boiling is to reduce Teff.

So, one can say that at very high convective velocities,
the effects of boiling can be detrimental to wall-solid heat
transfer. In this case, reduction of Teff by evaporation
(Eq. (39)) is offset by decrease in heff due to the appearance
of nucleating sites (Eq. (36)). Actually, degradation of heff

can lead to very high wall superheat and perhaps predict
CHF to a certain degree. This may particularly be true
when the vapor fraction at the wall is very high. Another
observation is that if we neglected heat transfer to the
vapor (i.e. hvw = 0), then the effect of heat transfer coeffi-
cient degradation due to bubbles cannot be captured and
boiling would always give lower wall superheat than the
no-boiling case. Interestingly, this means that at some
velocity in between the two cases we have examined, the
boiling and no-boiling cases will yield roughly similar max-
imum die temperatures.

Table 3 shows the heat transfer coefficients at the alumi-
num and copper walls. For the low velocity and low flux
case (75 W/cm2 and 2 m/s), the heat transfer coefficients,
at the aluminum and copper walls, are higher for the boil-
ing case than for the case which does not involve any boil-
ing. The results are reversed for the high velocity and high
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heat flux case (200 W/cm2 and 10 m/s). Another aspect
which should be mentioned is that these results could be
dependent on the geometry of the package. For the partic-
ular IGBT package geometry considered here, there is a
tendency for the vapor to be trapped between the copper
and aluminum walls. Since the energy equation for the
vapor is being solved, the poor thermal transport proper-
ties of the vapor could potentially have a negative impact
on the die temperatures.

From a broader FreedomCAR goal perspective,
these simulations demonstrate conditions under which
R134a can be used to come close to meeting the program
goal.

These numerical results need to be validated experimen-
tally. The experimental validations presented in earlier sec-
tions give some degree of confidence in the predictions from
the code. It would be interesting to see how experimental
results from the IGBT package involving boiling would
match up with the predictions presented here. Overall, there
is evidence of the benefits of boiling from a heat transfer
standpoint – though it appears that boiling may not always
be beneficial. Although experiments are essential, modeling
can yield very useful information when used within their
range of applicability. To the best of our knowledge, this
is the first time such validations and package simulations
are being reported. Tools such as those presented here can
be explored for thermal design involving the use of R134a
or any other fluid for thermal management in power elec-
tronics as well as other electronics cooling applications.

5. Conclusions

The CFD model and code are validated against experi-
mental studies involving submerged jets. To the best of
our knowledge, this is the first time such validations are
being reported. A reasonable match is found between the
experimental boiling curves and those obtained by CFD.
IGBT package simulations suggest that, for the case exam-
ined here, boiling jets are providing significant benefits over
non-boiling jets. However, results suggest that boiling may
not necessarily be beneficial in all regimes of jet velocities/
heat flux combinations. A tool has been established that
can be used for thermal design of two-phase jet impinge-
ment cooling systems in the power electronics as well as
the broader electronics cooling context.
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